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COMM SSI ONER ROSALES: Okay. Fol ks, let's begin.
Good norning, everyone, and thank you for being here
on this Thursday, before Friday, before the
hol i day.

Pursuant to the Illinois Open Meetings
Act, | now call to order the Illinois Comerce
Comm ssion 2016 Summer Preparedness Policy Session.

Wth nme here in Chicago are
Comm ssi oner McCabe, Comm ssioner del Valle.
Chai rman Sheahan will be here shortly, and when he
arrives, we'll have a quorum

Our guests and panelists should be
aware that a court reporter is present. A
transcript of this session will be posted on the
Comm ssion's website follow ng the session.

| would |ike to thank today's
presenters and Comm ssion Staff for the effort that
they put in this presentation and for all of you for
taking the time to attend. Again, | would like to
wel come all of you to our Annual Summer Preparedness
Policy Session.

Summer, as you know, can bring extreme
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weat her which constrains transm ssion |lines and
cause out ages.

According to the U S. Energy
| nformati on Adm nistration, U S. tenperatures this
summer are forecasted to be close to |last year's
| evel but 3 percent higher than the 10-year
aver age.

The warm summer weat her typically
causes spi kes, and, obviously, demand for
electricity, and utilities and Regional Transm ssion
Organi zations do their best to ensure that Illinois
customers have power when they need it.

Since the enactment of the Energy
| nfrastructure Modernization Act, Illinois utilities
have worked to modernize and strengthen the grid.
These efforts are intended to inprove system
reliability thereby helping Illinois customers
experience | ess outages and i nmproving power
restoration.

RTOs work to ensure that adequate
resources are available to nmeet customer demand even

during inclement weather in extreme system
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condi tions.

Today electric utilities and RTOs
serving Illinois will discuss their plans for
ensuring reliability and resiliency of electric
service for Illinois customers.

Specifically, we would |like the
panelists to address the followi ng three questions:

No. 1, what are the most significant
threats to the grid during the sumer nonths and how
is the utility prepared to address these threats?

No. 2, how have the infrastructure
investments and upgrades due to EIMA help utilities
to i mprove service and neet demand in the sumrer
mont hs?

And, 3, what chall enges are the RTOs
facing with regard to assuring electric reliability
this year?

Panel i sts, please remenber that your
time allocations include questions and answers.

First, we will hear from our electric
utilities. Electric utilities are our first set of

presenters from Commonweal t h Edi son.
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Terrence Donnelly is Executive Vice
Presi dent and CEO, and M chell e Bl aise --

MS. BLAI SE: Bl ai se.

COMM SSI ONER ROSALES: -- Blaise, Senior Vice
Presi dent of Technical Services.

PRESENTATI ON
BY
MR. DONNELLY:
Thank you. Claudia is here as well.

MS. CHEVERE: Thank you.

MR. DONNELLY: Thank you. Good morning to the
Comm ssion and thank you for holding these hearings
communi cati ng your view of the inmportance of the
power grid to the customers of Illinois.

Again, | am Terry Donnelly. | am
ComEd' s Executive Vice President and Chief Operating
Officer, and joining me is Mchell e Bl aise, Senior
Vice President of Technical Services.
(slide presentation.)
So I'"ll highlight, and I'lIl start on
Page 1 on the slides here. For ComEd, just briefly

| ooki ng back, safety is our number one priority as a

7
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company”™ acconpany, safety for our enployees, safety
for the public, was our best safety performance on
record. We did win, Environmental Health and Safety

Magazi ne, one of America's safer conmpani es, not just

utilities, and we are very proud of that. W had a
peak | oad. It was a cooler summer. We had no
I ssues.

(slide presentation.)

| just wanted to highlight our
reliability, and a |lot of that again through the
support of the ICC and the General Assenbly, and the
El MA | egislation with achieving our best reliability
on record | ast year, with or without stornms, and
that is actually a 44 percent inmprovenment since the
start of the EIMA, which is | believe highly
significant, and just when you | ook at Veg SAIFI or
reliability fromour tree trimliability, over
65 percent improvement since the start of the ElI MA

Customer reliability conmpl aints,
anot her indicator. They are down 40 percent
favorable -- well, actually down 40 percent just

from |l ast year of 2014.
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Our investnments -- we are continuing
to make our investments benefitting 2.3 mllion
customers and we avoided -- about close to a mllion
customers avoided interruptions from our
di stribution automation program wi th about half a
mllion of those customers just on the circuit that
we work with the EI MA program al one.

(Chai rman Sheahan
entered the room)

COMM SSI ONER ROSALES: Excuse me, Terry. The
Chai rman has arrived. W now have a quorum  Thank
you.

MR. DONNELLY: Thank you. Good morning,
Chai r man.

CHAlI RMAN SHEAHAN: Good nmor ni ng.

MR. DONNELLY: | just wanted to briefly mention
our AM program We are a little more than hal fway
t hrough that program We are achieving benefits in
avoiding truck rolls or service calls to our
customers because we are able to verify the voltages
on to the customer prem ses. So far we have avoi ded

19,000 truck rolls of service calls because we are
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able to use the AM neters thereby allowi ng our
crews to deploy two other outages and restore power
faster.

Storminterruptions from our
i nvestments we have seen a 30 percent reduction in
stormrel ated outages due to our work on the
storm hardening smart switches and ot her
investments, and our restoration times continue to
I mprove.

| will highlight our statew de
exercise drill -- which involve all the utilities in
the state, as well as private and public
partnership; we did all that |ast year; we hold
every two years -- was held at Oak Forest where the
Cook County Department of Honmel and Securities and
Emer gency Management is headquartered, and
30 agencies participate.

You know, the main message | want to
communi cate there is around how we are working hard
to coll aborate across the whole state, not just in
our service territory, on how we can collectively

| earn on how we inprove our response and how we

10



10

11

12

13

14

15

16

17

18

19

20

21

22

i mprove our partnerships.

We are prepared for the summer this
year. We have -- | know M. Mathias will comment
from PJM around our peak | oad. Our | oad forecast is
at 90/10, which would maybe -- our highest
peak- maki ng weather is at 24,000, a little over
24,000 megawatts.

Our demand response prograns, spare
equi pment, and contingency prograns are all in
pl ace. Our capacity projects we are 95 percent
compl et e.

We have one remaining job to conplete
by July 1st, and our Storm Task Force continues in
our fifth year, and our task force is really focused
on how we can keep inproving our stormresponse, and
we have i mpl emented over 300 inprovements in our
Storm Task Force set up and they range from
everything around getting material to crews and
i ncreasing comuni cation to our customers and
st akehol ders.

Cust omer channels continue to offer

i mproved outage reporting options, whether it's text

11
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messagi ng; customers can report an outage via
Facebook. We can provide outage updates via text
messagi ng. We have an outage map that's avail abl e
via the web. W have an E-Channel team that

moni tors social media during stornms and hel ps
provide information to customers, and five years ago
we didn't have anything in that regard, and we are
really making a |l ot of progress to operating the
channel s where our custonmers are operating.

In terms of a forecasted | oad, our
substations, our transm ssion |lines, our feeders, we
have over 5500 feeders. They're all within our
design-rating capabilities to meet the forecasted
peak load, if it should so materialize, so we are
all good in our equipnment ratings.

Our summer forecast weather, you know,
it's difficult to predict the weat her. I think we
all know day to day, |et alone season to season, but
we are generally | ooking at a warmer than nor nmal
summer, you know, maybe slightly warmer but
generally towards the warmer than normal sunmmer.

Typically that could result in some increased storm

12
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activity, maybe normal rainfall, so that's kind of
what we are | ooking at in general.

We are prepared for that, and |I know
M chelle Blaise will provide a little nmore detail on
t hat and that |evel of preparation in our drills and
exerci ses.

And, finally, before | turn it over to
M chelle, on Page 4, | did talk about the peak | oad

forecast, which is indicated there just over 24,000

megawatts. That's a 90 percentile. If it was sort
of normal weather, we are tal king about -- just
about 22,000 megawatts, 50th percentile chance. | f

it's a peak-making worse case, it would be 24, 000.

Demand response, just nmy final point.
Our demand response is fairly robust. W estimate
about 1300 negawatts to be available to us, if need
be, in a variety of situations to be avail able by
June 1, and we are already in year two of the Peak
Ti me Savings Program

That is a program that's part of our
AM depl oyment which offers rebates to customers who

sign up and would reduce their | oad during

13
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peak- maki ng ti mes. It could be three, four, five
days during the summer, and we anticipate really
going well over a 150,000 custoners would be
involved. That's triple what it was |ast year,
which is very encouraging.

Al so, in addition, we expect over
4,000 customers to participate in our Smart
Thernmostat Program which offers rebates on buying
and sel ecting thernostats. It all ties into demand
response, also energy efficiency, and we are -- with
t hat and all of our other preparations, we are
prepared for the sunmmer.

And | would like to turn it over to
M chelle to provide a little nore detail.

COMM SSI ONER McCABE: Terry, first, could you
expand on exanples of the summer expansion projects,
just to give a few exanpl es?

MR. DONNELLY: Sur e. One example is a brand new
substation in the Bolingbrook/Romeoville area. It's
actually brand new, and that is, you know, the
Greenfield Substation, and that is in service, so

that's probably one of our |arger jobs that was on

14
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the -- that we conpl et ed.
PRESENTATI ON
BY
MS. BLAI SE:

Good mor ni ng, Chairman Sheahan and
Comm ssi oners. | am pleased to talk to you today
about the initiatives and projects that we have
conpl eted and as well as that are underway to ensure
that we're prepared for the sunmer.

As Terry mentioned, we have identified
about 122 capacity expansion projects needed for
this sumer, 5 transm ssion and 117 distribution
projects which will all become conmpleted by 7/1.

Some highlights on major capacity
expansion work that we have conpleted are ongoi ng.
Terry mentioned the Normantown Substation. W also
have three new feeders com ng out of that substation
to help relieve load growth projections primarily in
t he sout hwest suburbs, Bolingbrook/ Ronmeoville area.

We have upgraded the line relays on 99
of 99 345kV lines that were on anal og m crowave

system and 37 of 83 -- I'"'msorry -- 86 138 kV |ines

15
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on | eased Audiotone Circuits. The remaining with be
conpl eted by 2017.

We have replaced five 300 MVA
Aut o- Transformers, 638 circuit breakers. All that
is the type of work that we are doing to be prepared
for the sunmmer.

Maj or project that is underway now is
the Grand Prairie Gateway Project, and that's a new
345kv |line connecting Byron and Wayne Substations
and that work is in progress. It is on schedule to
be compl eted by June 2017.

We al so inmproved systemresiliency.

We have done work to upgrade our overhead

transm ssion |line, quite a bit of an investment. We
al so | ook for new processes and new technol ogy to
reduce costs and make the project nmore efficient.
We're utilizing, for example, new conductors which
provide a design to operate at higher tenperatures
and | ower costs helping to reduce nmodifications that
are needed for in our towers.

We are using processes |ike aerial

cranes to install conductors which is much nore tinme

16
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efficient than doing it from ground-raised cranes,
so we are always | ooking for ways to inprove both
t he technol ogy and processes in inproving our
system

We have a couple of generation
retirement preparedness projects. The Crawford

Static Var Conpensator is conplete and Audi otone --

| " m sorry -- additional Auto Transformer are at
Goodi ngs Grove is another project which will be done
by 2016.

COVMM SSI ONER ROSALES: \Where are they | ocated?

MS. BLAI SE: ' m sorry?

COVMM SSI ONER ROSALES: \Where are they | ocated?

MS. BLAI SE: Goodi ngs Grove.

MR. DONNELLY: It's actually part of -- generally
a big feed fromthe south to the western suburbs and
then into Chicago, and a |lot of the investnment there
has been a big part of getting ahead of the curve on
generator retirements to make sure that we're not
caught short. We are always | ooking ahead to what
coal plants m ght retire.

Looki ng back, there was Fisk and

17
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Crawford, and those plants retired. W have had a

| ot of investment to make sure that we're ready, and
i nvestments |ike the transformer, part of |ooking at
t hat area of the system when you | ook at the plants
in WIIl County, or Joliet, or that area, and just
maki ng sure that we're | ooking ahead and maki ng sure
we're prepared if there is some retirement in the
future. We don't want to be caught short. W want
to make sure we're ready.

That's an exanple of one there, and
then the Static Conpensator. Crawford i s another.
Technol ogy kind of makes up for |ost generation --
| oss of coal plant generation on the system

COWM SSI ONER ROSALES: Okay.

MS. BLAI SE: Moving on to EIMA investments, we,
since 2003, initiated that program working 2012. W
are about 82 percent of the way conmplete with the
program of work identified to be done of
hi ghl i ghting the Storm Hardening Projects,
specifically focus pocket areas where custonmers that
see outages and extended outages during storms. W

have done quite a bit of work around that area and

18
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are seeing the results, and we'll talk a little bit
about the results.

Next. Just highlighting EI MA
benefits that we have seen, we are estimating that
we have avoi ded about 2.5 mllion customer
interruptions as a result of the work that we have
done through the EIMA. The Storm Hardeni ng Program
specifically, we're estimating, has avoided about
600, 000 customer interruptions.

We continue to do some targeted
reliability work, have inpacted well over 200-some
muni ci palities. Those include overhead to
underground work space for cable solutions,
reconductoring and rerouting lines in order to avoid
repeat ed outages and interruptions.

Our veg managenment program Terry
mentioned earlier, we are on track to conplete our
cycle of the trimmng that's required for this year,
both in our transm ssion and distribution prograns.
We have renpved over 50 percent of the trees that we
have touched since the program began. That really

makes a huge inpact during storns.
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We will go to enmergency preparedness.
| would like to talk about the work that we have
done to inprove our stormresponse as well. W do
initiate -- we do have an annual storm
response i mprovenment initiative that we take on
every year, and since 2012 we have inplenmented over
300 inproving initiatives.

Things that we're focused on this year
around i nproving the accuracy of our estimated time
to restore has information that's inportant to
customers, and we have put and inmproved processes to
hel p our crews give us nmore information about what's
going on in the field when they're out there
restoring so we can provide better information to
our customers.

We streamine the processes in
reporting for our crews -- crew managenment so that
we know when crews are avail able and we can get them
to the next outage quicker reducing the outage
situation.

We have also |l everaged the AM. W

have really assigned -- have a stormrole for

20
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someone to nmonitor the AM to | ook for what we cal
"nested outages" during storns.

We may have restored the main branch
or a branch of a feeder and we may still have
pockets of customers, because the damage is nore
local, like in their backyard, but we may not have
gotten to, so we can tell with the AM nmeters that a
customer is still out and we can address it. Those
tend to be what we're focused on especially towards
the end of the storm

Mut ual assistance is also important.
That's the partnership with our |ocal other
utilities. We have participated in the Edison
Electric Institute in exercise planning for the
Nati onal Response Event. That's really instrumental
if we use this RAMUP tool that EElI has devel oped to
enable multiple utilities to manage their crews and
resources in the event of a major catastrophic event
t hat i mpacts | arge areas.

We are active in three Regional Mutual
Assi stance Groups, that's at Great Lakes, M dwest

and Sout heastern Electric Exchange. That really

21
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gi ves absolute diverse resources for additional help
if we need it.

We have expanded base canp. Base canp
is reporting |locations where we bring in contractor
crews, outside crews to help. W have set up
| ocati ons where they can -- we can process them get
them training, and get them going and assign them
tickets to get going as quickly as possible.

We have established agreenents with
| ocal municipalities, so now we have about 30 base
canp | ocations that we can | ocate crews dependi ng on
where we need them

"1l go on to additional emergency
preparedness exercises that we have done. W are
very focused on really kind of practicing to make
sure that fol ks understand the processes or roles
and responsibilities, and exercises are inportant to
t hat .

We have 63 exercises that we are
conducting in 2016. Thirty-five of themwth
external entities that are inpacted during major

events are part of our support system during major

22
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events. They include things |ike summer readi ness,

wi nter readiness -- | nmentioned the National
Response Event -- business continuity, and workpl ace
vi ol ence.

We al so do some education for our
| ocal municipalities and governnental agencies
around
| oad shed, for example, and we have held workshops
with several partnering counties trying to explain
to them how ComEd goes t hrough | oad-sheddi ng events.

We have | ooked at emergencies. W
have al so held contractor symposiuns to bring the
contractors who come in and help us during storns.
We have held synmposiums to help us understand
f eedback from them and how we can be nore effective
in utilizing that when they come in and help us, and
it was held May 10th and there was really great
participation from fol ks.

Conti ngency planning, the emergency
equi pment is ready and avail able for the storm
season. We have seven nobile substations, two

megawatt generators, and we have 17 ConEd-owned
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units, and we also have additional generators on
standby with vendors. W also have 31 portable
generators and some spare substation transformer
fleets providing a list of the transformer sizes and
t he number that we have as spare inventory.

Supply readiness is inportant. W' ve
restocked nobile stormtrailers that can bring
materials out to crews during stormrestoration. W
al ways ensure that they're well stocked and ready to
go, and we have also initiated a flood mtigation
plan a couple of years ago to address substations
that are at risk for flooding, and we have conpl eted
three of those across the system and we' re worKking
on some additional ones.

Key focus areas for us are also around
our customer communi cations. In the call center we
have expanded our call center hours, especially --
we are also on-boarding additional tenporary
customer service reps to accommodate the summer call
vol unes.

One of the areas we are focusing on is

customer -- as | said, is customer conmmuni cati ons.
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We are really seeing greater participation in
adoption of the tools that we put out there for
cust omers.

More than al most 300, 000 customers,
for example, have signed up for our text alerts to
| et them know that they're -- that we know they're
out of service and give them some expectations, but
we al so recognize that customers sometimes want to
speak with us when they have questions.

| tal ked about how we have expanded
our storm hours and we're addi ng tenporary custonmer
service reps during the summer. We also are in
construction of a new backup call center at our
Maywood tech center that will be finished by the end
of the year.

For those custoners that want to use
technol ogy, we made it easier for themto report
out ages so now they no | onger need to provide a user
| D or a password to report an outage at ConmEd.com,
and then to help customers better during outages,
we have introduced what we call "community care

crews," and these are vans that they operate that
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have phone charges and water, as well as access to
our outage maps that we take out to the conmmunities
and to get them information about their outages and

restoration times, and they can also -- we comend

t hem Havi ng the phone available is a critical item

for customers who have actual phone charges that we
have for them as well.

In conclusion, ConmEd is prepared to
provide reliable electric service to our custoners
during the summer of 2016.

Our transm ssion and distribution
facilities are ready to meet the 2016 forecasted
| oad. OQur transm ssion has reached summer capacity
expansion projects and proactive annual maintenance
is on track to complete by June 1st -- by July 1st,
and storm response i nmprovenments, preparedness
drills, and exercises are underway -- have been
taki ng place and are underway to ensure that we're
ready, and our customer service channels are ready
to respond to customer inquiries.

We t hank you again and we are happy

to take any questions that you have.
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COMM SSI ONER ROSALES: lronically, yesterday they
had a bl ackout in Seattle. The reason was someone
kind of -- at a direct the one was somebody at a
subst ati on. How do we make sure that doesn't happen
here?

MR. DONNELLY: We do many, many, many -- part of
it is our summer readiness programthat we talked
about here today, many of these. Also, an exanpl e,
is our design criteria that build redundancies into
the system not unlike the other utilities here in
Illinois, so if a conmponent fails, we do have
remai ni ng capacity of the other conponent to carry
t he | oad.

As an example, specifically say in the
City of Chicago, since a |lot of the plants are
retired, we have made tremendous investnments wth
transm ssion and with the increasing capacity of
several adjoining substations which kind of gives us
some redundancy. | f somet hi ng happens in one area
that is catastrophic, we have kind of |eaned on the
ot her areas to restore |oad of the customers.

No systemis full proof in ternms of,

27



10

11

12

13

14

15

16

17

18

19

20

21

22

you know, what the range of actions can be
happeni ng, but certainly our robust drill plan, over
63 exercises, also focuses on if something m ght
happen how do we get it on as quick as possible, so
we' re working hard on that, and part of that is our
summer readi ness program which is part of that.

MS. BLAI SE: | would also add that we have a
ri gorous inspection and mai ntenance program on our
mai n pi eces of equipment -- on all of our equipment,
especially substations. This is a pretty thorough
program, and, as part of our summer preparedness, we
do have certain corrective maintenance itenms that
have to be done before the summer. We track it.

COVMM SSI ONER ROSALES: Anybody el se?

(No response.)
Thank you all

MR. DONNELLY: I f I could just make one nore
comment to the Comm ssion --

COWM SSI ONER ROSALES: Sure.

MR. DONNELLY: -- if you will indulge ne.

| want to publicly thank Claudia for

her over 34 years of service to our conpany,
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dedi cated service. She will be retiring. | want to
publicly thank Claudia for her service. | know she
has worked with a | ot of people here in this one
room We just appreciate what she's done for us and
all of us and wish you the best in retirement.
COVMM SSI ONER ROSALES: Terry, if you were here
yest erday, you would have heard ne say the same
t hi ng.
MR. DONNELLY: | did hear that. | thought |
woul d just repeat it.
COVMM SSI ONER ROSALES: "' m glad you did.
MR. DONNELLY: Thank you.
COMM SSI ONER ROSALES: Thank you.
Next we have M dAmerican, Jeff
Gust - -
MR. GUST: Yes.
COMM SSI ONER ROSALES: -- Vice President of
Conpl i ance and Pl anni ng.
PRESENTATI ON
BY
MR. GUST:

Yes, and thank you for inviting us.

29



10

11

12

13

14

15

16

17

18

19

20

21

22

Thank you, Chairman Sheahan and the Conm ssioners.
| am pl eased to be here this morning.

As you mentioned, my name is Jeff
Gust . ' m Vice President of Compliance and
Pl anni ng, and | have transm ssion planning and
resource planning, a |lot of the NERC conpliance and
ot her conpliance aspects of what a utility faces.

| am here to talk about summer
preparedness this morning. | have a number of
slides to go through

(slide presentation.)

So quickly, just a quick overview of

our conpany, if you are not quite famliar, we are

headquartered in Des Moi nes, |owa, serve four

states, but -- and we do serve -- part of our
service territory is in Illinois. W have just over
85, 000 customers -- electric customers in the Quad
City area, the Illinois portion of the Quad city
area. We're kind of uniquely situated in Illinois.

We are kind of a hybrid. W have a utility-owned
capacity serving our customers.

We recently just conpl eted
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participating in the |IPA process. Begi nni ng June
1st will be the first time we will have a portion of
our | oad served under that -- under those new
contracts.

| was involved with some of that
process making sure it went smoothly for us. This
is our first time there and very pleased with how
t hat wor ked, working with the consultant here and
wor king with other folks at the Illinois Comerce
Comm ssion and very pleased of how that worked, got
t he capacity, energy acquired to serve for the next
year and couldn't be happier with that, so | just
wanted to make that conmment here.

So, as far as what we are facing this
summer as far as the peak -- and these nunmbers are
total conpany. | do have some break out for our
II'linois portion, but total company we're
forecasting just over 4500 nmegawatts of peak |load in
our system

Last year, as you heard from ComEd, we
are expecting to be slightly higher -- forecasting

slightly higher than what we had forecast |ast year.
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We do have some | oads that are not comng in as fast
as we had thought it woul d. Some | arge custoners
are a little late, so, you know, trying to forecast
that is a little difficult when that | oad will
actually come on, but | don't anticipate a very --
hitting our all-time peak, but hotter weather could
push us over this as indicated by an extreme weat her
f orecast.

COVMM SSI ONER ROSALES: \What was the reason for
t hat forecast?

MR. GUST: Well, when we -- a couple of things
that go into our forecast. Peak forecast is both
obvi ously weat her and then | arge customers com ng on
line. New customers they're late in com ng on-1line,
building their new facilities. It's just they're
behi nd schedul e, and so when we forecasted that a
coupl e nmont hs ago, we've gotten new updates sayi ng
they're behind schedule, so they may not show up
during peak conditions this sumer, so we may not be
as high as we anticipated, so that's the difficulty
of forecasting demand.

Adequate reserves to serve our | oad,
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again, we are a hybrid systemin Illinois. A
portion of our Illinois |oad would be served by our
own capacity and then the remaining portion will be
served by the purchases that we made to the | PA, but
adequate reserves these nunbers are based on | CAP
and M SO. UCAP will show | ower reserve numbers but
we have a | ower requirement just because of | CAP and
-- UCAP versus I CAP. The difference in UCAP is
including forecast traded in units where |ICAP isn't.
From just a m x of what capacity is used to serve
our | oad, we have coal, gas, nuclear, oil, hydro and
wi nd.

One thing to note in this year, April
of this year, we did retire two older coal units, so
t hose units are no |onger avail able to us.

Part of the reason why we had to go in with the
purchases through the I PA is because of the
retirements.

We do have a robust demand-si de
management program interruptible | oad. I n
II'linois, we had a total about 25 megawatts of both

interruptible | oad and behi nd-the-meter generation,

33



10

11

12

13

14

15

16

17

18

19

20

21

22

so that's a key resource we rely on when it gets hot
and you need to call on these resources.

So it's just kind of a graph show ng
ki nd of our |oad, our actual and forecasted | oads,
and stuff like that, so we did -- we have seen a
drop in | oad. Part of it is weather-driven, another
part is just changing | oad, certain customers com ng
of f and new customers com ng on.

Moving on to the transm ssion side of
t he busi ness, we don't expect to have any problenms
this summer and, on the Illinois service territory,
we expect to have not to exceed normal ratings of
our system however, if there is a situation that
causes the problem we do have a nunber of tools,
one of them obviously M SO is a congestion
management tool and re-dispatching, calling
transm ssion |loading relief, calling on our
interruptible customers, and so forth.

And you nmentioned a question about
Seattle. We obviously saw that. | agree with ComEd
-- ComEd fol ks about as a utility what we do we do,

constantly | ook at our system design it to handle
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t hose ki nds of contingency events. We do drill. We
do practice.

Anot her thing that | would note is
human performance. Sometimes it's just a m stake
t hat happens that may have caused a certain outage.
We focus on human performance and | ook to inmprove
our human performance, especially in areas |ike the
control center or the substation where human
performance problems could cause an outage, so |
woul d just add that as another thing that we are
constantly | ooking to inprove.

We have adequate transm ssion
capability. W don't expect any limtations on our
ability to serve customers or -- ARES or RES
customers this summer.

We do continue to experience what |
woul d say is a significant amount of flows from west
to east across our system and where that ends up
potential problems is Quad Cities to Gal esburg part
of our system We do sometines see that as a
l[imting factor that will cause congestion and

causing re-di spatch on our system
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| would just note though that | ast
year the Comm ssion did approve one of our
transm ssion projects. W call it our Oak Grove to
Sandberg 245 Line Project. W are working with
Ameren on that project. They have the remaining
pi ece of that project.

Since your approval |ast year, we have
obtai ned 100 percent voluntary easenments so we
didn't have to condem anyone. W selected a
contractor, and they have already started work on
that |ine, sort of tree clearing, and we wil
actually start the line construction this summer as
we get our outages, planning, and so forth. W do
expect that project to be conpleted sonetime
early-to-md next year, so that's going on.

On our storm preparation we do believe
storm -- weather storms are our biggest risk this

summer and whet her we are going to have outages or

not for our custonmers, so we monitor -- obviously,
we nonitor, |ike our other coll eagues, weather on a
24/ 7 basis.

We use many different services to do
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that. We do hold pre-stormcalls. W talk about

ri sk and appropriate measures. W have crews on
standby in renpte areas of our system If we see a
storm com ng, we, you know, i nplenment storm
resources.

In fact, this morning | got called on
a storm part of our systemin lowa which is
experienci ng some outages on some storms from |l ate
| ast night, so constantly we are working through
stormissues in the summerti nme.

Alittle more about our storm
response, you know, we use, like | said, field
resources both internally and contact resources.

Usi ng mut ual assistance, as mentioned
by coll eagues at ConEd, we are al so part of
Ber kshire Hat haway Energy, our sister utility out
west, that we can call on quickly if we need help
fromthem also so just constantly trying to inprove
on that.

After a storm we do review |l essons
| earned and try to get better. One of the outcomes

of that we are | ooking at adding additional
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technol ogy on inmproving our efficiency during a
storm response.

You know, in a certain area,
obviously, a number of customers calling in, work
can get backed up, so we are using this new
technol ogy of computer-aided dispatch to help to get
t hrough the | unmpiness of the work during a storm and
hope to inprove on getting customers back quickly.

COMM SSI ONER ROSALES: |s that proprietary?

MR. GUST: ' m sorry?

COMM SSI ONER ROSALES: |s that proprietary?

MR. GUST: No. | think this is a system that
many utilities, especially here in Illinois, use.
It's not a new technol ogy, but we definitely have
seen the benefits from our other coll eagues and have
i mpl emented it in our conpany, too.

Our communi cation also is very
i mportant. We use, obviously, the normal -- the
traditional sources. Social media now has become a
big part of how we conmmunicate to our custoners
t hrough Facebook or Twitter. People |ike to get

informati on on their phones, and so forth. W do
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use a website. We just recently tried to inprove
our website on how to get information about outages
and so forth.

Again, we'll buy advertising time if
there's a large area that's inpacted by a stormto
warn about the safety of down |ines and who to call
if they do see a |ine down and so forth.

Veget ati on management i s anot her key
risk on customer outages. We are on a three-year
trimcycle for the distribution system W do
annual inspections and we conmuni cate to our
customers both in the spring and fall about safety
i ssues of trees that contact our |ines, and so
forth. We did have a little uptick |last year in
customer outages related to tree contacts.

We think part of that is just -- even
t hough we are on a three-year cycle on a circuit
cycle, we may not hit the fastest growing trees in
that cycle, so we are working through those, | would
say, troubled areas this year and hope to inprove on
t hat going forward.

So, again, vegetation managenent is a
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key part of how we manage sonme of our risk to
customer outages.

So, in conclusion, we think we have
our -- we're prepared for this summer to serve our
customers peak |l oad. Again, we're a hybrid system
and on | PA through the auction, we are pleased with
the results of obtaining energy and capacity from
t hat auction, and then on the transm ssion side, the
delivery side, we think we are well prepared for the
sunmmer .

Wth that, 1'Il take any other
guesti ons you may have.

COWMM SSI ONER ROSALES: \When you referenced
Seattle, one thing you brought up was soneti mes
enpl oyee m shaps, so what type of training do you do
to mnimze those types of m shaps?

MR. GUST: Sure. Obviously, at our control
centers with our operators and di spatchers, they go
t hrough rigorous training, you know, switching
training, making sure they understand when they have
a switching process that everyone understands where

they're at in the process.
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We do training in the field about
under standi ng the type of equi pment we have, and how
it interacts with our control centers, and what are
the steps they need to take.

Safety is also a very key part of our
trai ning maki ng sure they're follow ng our
procedures and they're doing it safely.

COMM SSI ONER ROSALES: So when you say "training
is rigorous," so this -- do you have this where it's
in atimely manner in that you have specific dates
and times when training occurs?

MR. GUST: Yes, absolutely. The system operators
must maintain their accreditation, so | don't think
that's on an annual basis. | think that's nore of a
-- I"mnot sure if it's a three year or four-year
cycle, but as far as field folks and how t hey
get the type of training through either where
they're -- | can't think of the word -- working wth
our unions, and where they're at as far as a |ineman
or, you know, training to become a |lineman that go
t hrough that type of training again, and then we

al so require certain training on our procedures,
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that's done -- sonme of that's done on an annua
basis, others are done as they get to a certain
| evel of where they're at as a union enployee and
such, so |I can get that information for you.

COMM SSI ONER ROSALES: | appreciate that.

MR. GUST: Sure.

COVMM SSI ONER ROSALES: Anything el se?

(No response.)
Thank you

MR. GUST: Thank you.

COMM SSI ONER ROSALES: Next up Ameren Illinois.

Ron Pate's Senior Vice President of Operating and

Techni cal Services; Brice Sheriff, Director of

Regul atory Affairs; and Shawn Schukar is Senior Vice

Presi dent of Transm ssion and Devel opnment.
Wel come, gentlenmen. Thank you for
bei ng here.
PRESENTATI ON
BY
MR. SHERI FF:

Good morni ng, Conmm ssioners. W

appreci ate the opportunity to come before you today
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and tal k about our summer preparedness. We have
three of us presenting today, and we have 20 slides
to go through. We'Ill try to keep it somewhat of a
high | evel, but, obviously, if you have questions,
pl ease feel free to intervene at any tine.

(slide presentation.)

To get started, Slide 1 or 2 actually
is basically just an overview of the topics we'll be
covering again today, topics and issues surrounding
transm ssi on and resource adequacy, as well as
Ameren Il1linois' readiness.

Slide 3 is a snapshot of Anmeren
Illinois as a conmpany, 1.2 mllion electric
customers, roughly 46,000 mles of distribution
i nes. Simlarly, we have obviously no generation.
We purchase all of our electricity simlar to our
816, 000 customers on our natural gas side and
roughly 18,000 m | es of pipeline.

| think Slide 4 is the heart of why we
are here today to assure the Comm ssion that Ameren
II'linois has verified that sufficient generation

resources are commtted to serve the Illinois |oad.
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I n addition, transm ssion and
di stribution capability is adequate to provide
reliable electric service to our Illinois custonmers
during 2016.

This next slide is simply a little
breakout of our summer peak | oads as of the year
2015 actual, 2016 expected, and 2016 worse case
scenari o broken out in megawatt | oad.

The next slide is essentially a
breakout between our supply customers, Ameren

I11inois supply customers and our RES supply | oad.

As you see, a l|large nunber of Ameren
IIlinois customers are receiving their supply | oad
froma retail electric supplier, and this is a
further breakout of our peak | oad purchases,
fixed-time price |load versus real-time price |oad,
and this also shows on the right, as you can see,

t he capacity acquired built in -- built in the M SO

7.6 required reserved margin within our supply | oad.

And nmy | ast load or last slide is a

|l ot of information on here. This is our demand
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response resources. It breaks things out such as
interruptible |oad for RESs, as well as real-time
pricing for both residential, small commercial and
i ndustrial, |large customers, and a further break
down of | arge customers and small customers of power
smart pricing programs.
Wth that, | will turn it over to
Shawn.
PRESENTATI ON
BY
MR. SCHUKAR:
Thank you. Thank you, Comm ssioners.
On the transm ssion side of business, we spent a
significant investment this year making sure our
transm ssion systemis prepared, and, as you can see
on Slide 9, we do not anticipate any type of
constraints on the systemthat would limt our
ability to bring in adequate supply.
We've also confirmed both through M SO
processing and checking with the folks who bring in
power that their designations are acceptable so that

we're assured that their supply has been identified
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as one that can be deliverable.

And then on the next slide is just an
overvi ew of our system We have upgraded sever al
substations. W have 12 new upgraded substations
and then we've upgraded several of our 345 and 138
lines to ensure that we have adequate
deliverability.

We have worked with the M SO and
internally done studies to ensure that we're
prepared both from our footprint, and think about
our footprint, working with the conmpani es around us
to ensure that the systemis prepared for whatever
may happen on the system

Then, finally, on Slide 11 on the
transm ssion side with vegetati on management, we do
circuit patrols of all of our 100kV and above at
| east annually and then 230 and 345 we do twice a
year, and then target trimm ng schedules to ensure
t hat we don't have any preventable tree accidents
that would fall in the streets.

Wth that, I will turn it over to Ron

to discuss distribution.
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PRESENTATI ON
BY
MR. PATE:

Good mor ni ng, Chairman and
Comm ssi oners. | prom se not to read the slides,
but this is one | do want to read because of the
many years |'ve been doing this this is the first
time that | can actually say this.

"Al'l sub-transm ssion feeders,
substations, and distribution feeders are expected
to be | oaded within applicable ratings for expected
and worst case summer peak scenarios on the Anmeren
I11inois Conpany Distribution System "

Over the years we have had different
criteria, because of the conmpanies we brought in, a
coupl e of companies |lagging. W need to make the
criteria nore stringent and it's been a nunber of
years that we can bring it up, so we are quite proud
of that to make that statenment this year.

These next two slides are just sone
guestions asked on the EI MA, and particularly what's

bei ng done there. Agai n, what we all see is a |ot
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of work being done or conpleted under the EI MA
putting a |ot nore automati on on our distribution
system which has been beneficial to our customers,
and upgradi ng el ectro-mechanical relays with

m croprocessor-based relays to make sure that our
systemis nmore reliable than it has been in the
past .

The next slide, again just a
continuation of systemtype projects. Comm ssi oner,
you asked what projects put in place so we could
avoid Seattle on the system and stuff |ike that,
and M. Donnelly tal ked about where you have got one
source you have no choice but to feed back to back.

COVMM SSI ONER ROSALES: \When you tal k about
Seattle, for instance, when the substation went
down, there was a number of repercussions that
travel ed throughout the city. The elevators stopped
wor ki ng. The tech receivers were not worKking. |t
was all major, so it was surprising the amunts of
damage that it did for one substation. | found it
somewhat surprising, and that's why we are here

t oday.
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MR. PATE: Absolutely. | think, you know, a
critical part of that -- and Terry made mention of
this, too -- is when we | ook at relay schenmes, when
you have a failure -- when you have a source that's
|l ost Iike that, it automatically kicks over to
anot her source to handle that | oad, so we do testing
on that on a regular annual basis for that stuff,
too, so a lot of things that come into play not only
redundancy but to make sure the equi pment you have
in place to keep that from happeni ng.

The next slide we tal k about
vegetati on management. We continue to meet all our
| egal and regul atory conmpliance requirements there.
As you can see that fourth bullet is definitely
showing a drop in the frequency of outages. W are
al so being nore aggressive with take downs, so you
don't have to go back, as mentioned earlier by our
friends at ConEd educating the public to adopt a
tree and then come back the next year and pl ant
anot her one, so that education is inmportant as well.

The next slide is just sonme nore

additional on-going reliability improvements. W

49



10

11

12

13

14

15

16

17

18

19

20

21

22

have a circuit inspection and repair program
stormline hardening we tal ked about earlier, again,
i nspections on reclosers, and capacitors, and

regul ators, to make sure that that equi pment was
operating out there.

Our the distribution, this is actually
our dispatch office of system operation control.

We practice the |load shed drill with transm ssion on
a monthly basis, then, of course, we are
instrumental in making sure that our work -- the
critical work they tal ked about to make sure that
everything's in place before the peak summer hits,

t hen nonitor that, make sure we get outages
schedul ed for good reliability of our custoners.

The Emergency Operations Center you
can see that's been activated several times and what
we have done in the past, but also activated several
times this year, and that's what we stand on. Any
time we have even a threatening letter, we wll
activate EOC to be prepared for that.

It's also tal king about the estimated

safe restoration tines. We understand that's so
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critical to our custonmers. They need to know as
early as they can. They also need to be accurate.
We need to understand the gaps as early and accurate
as possible. W try to put ourselves in the
customers' shoes. They really want to know the
amount of power, high power, | ow power, what caused
it.

Our contact centers and
communi cations, of course, we have three contact
centers. They're all integrated, so we get calls
fromthe state saying please open all phones, they
can answer that.

During maj or outages, we make sure
that we are staffed in the |local comunity, that
t hey have activated their emergency center. They
need to have someone there face-on to report that
i nformation.

We al so have drills and keep const ant
communi cation throughout the year, and not just in
emergency times, but for that so we can beconme
famliar with that process.

Soci al media has beconme so inportant,
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you know, we're using that as a tool to get our
story out. It's hard for somebody to understand
per haps on one side of town that hadn't been
i mpacted why they have no lights, and they can see
pictures of those that we post on our website to say
this is the story. This is the substation feed.
This is why it's out. It really helps folks to
under st and t hat. It's become nore inmportant to
satisfy the needs of the custonmers.
So, in summary, Ameren Illinois has
acqui red generation capacity and has the
transm ssion and distribution capability to provide
reliable electric service to our customers, working
to conplete our critical maintenance and system
upgrades and, as | reported earlier, and, as al ways,
simply reported by managenment company, and ways to
i mprove -- to dramatically inmprove our reliability
and custonmer satisfaction.
So with that, |I'm happy to answer any

guesti ons.

COVM SSI ONER ROSALES: The on-going training and

exerci se, number of hours 2015, you wrote down just

52



10

11

12

13

14

15

16

17

18

19

20

21

22

Si X operations in EOC. 2016 is that year to date?
| s that cal endar?

MR. PATE: Yes, year to date 2016.

COVMM SSI ONER ROSALES: Is the accounting year a
cal endar or fiscal year?

MR. PATE: It's a cal endar year.

COMM SSI ONER ROSALES: Any ot her questions?

COVMM SSI ONER McCABE: ConEd's nmenti oned doi ng
some work in anticipation of coal plant closures.
| s Ameren experiencing some of the sane
preparations?

MR. PATE: We certainly are. There's sonme work
ongoi ng and some planning work being done as well as
we can't tell what the inmpact is going to be. On
the transm ssion side, it's pretty nuch we can't get
inside. W can't get an inmpact of what we have done
so far. Probably the biggest inpact is just some
switch gears inside those stations and plans that we
need to relocate so we have access to those swi tches
is probably the biggest issue that we have, not so
much capacity though

COWMM SSI ONER ROSALES: Thank you, gentlemen.
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Now we are transitioning to the
Regi onal Transm ssion Organi zation presentation.
First, we have MSO. Wth us today is
Robert Benbow, who's the Senior Director of
System W de Operations. Thank you for being here.

PRESENTATI ON

BY
MR. BENBOW
Good nor ni ng. | apol ogi ze. ' m

getting over a little bit of a cold, so |I'm horse
t hi s nmorning. Good morning to everyone, and we are
glad to be here to give our status update on Summer
Readi ness for 2016.
(slide presentation.)

M SO is one of the first RTOs in the
United States, and our headquarters are in Carnel,
| ndi ana, with a primary backup control center in
Carnmel, Indiana, as well as data centers that are
used for business continuity needs for M SO
operations.

We al so have two other control

centers, one |located in Eagan, M nnesota, and Little
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Rock, Arkansas, that we use for business continuity,
and, also, |ocal operations that work with our
members in those areas.

We serve 15 states within our
footprint and we also have in those states our
22 mllion customers in the states that we provide
services to through our menbers.

Our services that we provide we talk
about reliability coordination and we talk about the
Seattl e event being prepared for that.

M SO runs a contingency anal ysis
| ooki ng at those kinds of conditions and, m nus one,
it would also include multiple outages |ike that.

We | ook at that every five m nutes.

We can also run a quick CA, or a quick
contingency analysis on that to identify what the
i mpacts are going to be on the transm ssion system
and then we can take action by either through our
mar kets or through our emergency procedures
dependi ng on the state of the system conditions at
that time.

COMM SSI ONER ROSALES: We all agree that at times
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there's going to be equi pnment that goes out. W are
here today to find out what happens when the
equi pment goes out and what we're prepared to do in
terms of meeting that forward, so thank you.

MR. BENBOW  Thank you.

Our services that we provide we talk
about reliability, coordination, scheduling, and
transm ssion services, planning, balancing
aut hority, balancing |oad and generalization and
mar ket operations and energy markets and al so
ancillary service in markets, we do all that.

We focus on reliability first and then
we focus on efficient value-created operations with
our menmbers and mar ket participants. All that good
stuff is with teamwork, building relationships,
partnerships with our menbers, our neighboring RTOs,
our adj acent bal ancing authority, and transm ssion
operators as well.

That prepares us for things |ike heat
domes where you get sustained heat across our
system forced outages from tornados, extrenme

t hunderstorms, high wi nds; wi nter operations also
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i nclude polar vortex, and ice storms and wi nd shear.
We al so think about earthquakes. We think about
cyber storms or attacks and how we prepare for those
and how we ensure resilient operations on those
events.

Forecast for this summer, we're
expecting above normal temperatures for our
footprint and that will lead to a simlar |oad
forecast that we had | ast year. We expect higher
t han above normal tenperature as well.

For this sumer, we have adequate
reserves to meet our demand. For this summer, we
are expecting to see about 127,000 negawatts a | oad
in our footprint but about 18 percent margi n above
that for reserves, and that was very simlar to |ast
year as well.

This slide right here shows the
comparison from |l ast year 2015 to 2016. So for
2016, we have slightly |less reserves for generation
resources that cleared our auctions for this summer
due to retirements and then our | oad forecast for

the summer is slightly |ess across our whole system
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than it was | ast year leaving us with a sim/lar
reserve margin that we had | ast year |ooking at 22.9
megawatts of reserve. Those are broke down by

| ooki ng at peak conditions.

There's some additional resources out
there that are in our footprint that we would have
access to and that would increase our reserve
margin, and then also forced outages were taken for
a probabilistic scenario another 7.2 megawatts of
gener ati on outages, |leaving us with about
17 gigawatts worth of reserves there.

When you break that down from those
forced outages, what we see is for demand response
we see that demand response makes up about al nost
10 gigawatts, 2.4 gigawatts worth of operating
reserves that are meant for contingencies, so a | oss
of a generator, also about 40 megawatts out of 2.4
is used in regulations and excess changes that
occurs on the systemon a regular interval.

So that | eaves us with about
5 gigawatts worth of reserves there that are

avai l abl e under normal conditi ons. The other 10 to
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12 gigawatts that's avail able when we get into our
emer gency procedures and we have access through our
demand responses and meter generation.
So we would have to declare a max gen

or a capacity shortage emergency to get access to
t hose reserves and al so out emergency alerts to the
demand- si de management, so that's just part of our
procedures that we have in place to get access to
t hose resources to nmeet our obligations.

COMM SSI ONER ROSALES: Can you explain
beyond-the-meter generation?

MR. BENBOW To be beyond-the-meter generation is
a small generation that is available to us. It is
not part of our market so we wouldn't see the output
of those resources, but they would be available to
us through our menbers, through our market
partici pants, and they would tell us what's
avail abl e, and how much, and then we can actually
i nput those megawatts through them so it's all part
of the meter. We have themin our estimted model,
but we don't have real-time data for it, so we

estimate it based on the status of that through our
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menbers.

COWMM SSI ONER ROSALES: So in an emergency, you
coul d have access?

MR. BENBOW Yes. We have a whol e process for
what we call the "l oad nodified resources
behi nd-the-meter demand response.” They would tell
us how much is available to us all through our
communi cati ons system that we have for an

application that we use for our members. They tell

us how nmuch is avail able, what the notification time

is for those resources. They have to be |ess than
12 hours and they can be as much as four hours
across our peak, so it's in our tariff for that and
we depl oy them based on system conditions and needs
t hat we woul d have for those peak hours, and that's
done prorata for those -- we have to provide those
resources across our footprint or our subarea that
we are in active emergency for.

| think for summer what we see and
what seems to be key drivers that would put us in
t he emergency conditions, if we end up with

sust ai ned heat across our entire footprint,

60



10

11

12

13

14

15

16

17

18

19

20

21

22

somet hing |Ii ke what we had in 2012 with the heat
dome, not only for our footprint, but it's also

t hroughout the United States for a good chunk of it,
and our nei ghbors were in simlar conditions that we
were, so we all experienced that heat at the sane
time.

We believe some of that diversity --
for M SO we have a |arge footprint with 15 states,
so some of that diversity we have with | oad peak at
different times using that generation to nmeet
different needs, once we use some of that diversity
if you get a |large heat dome across that entire
f oot pri nt.

Last year, as | said earlier, we hit a
peaked about 120 gi gawatts. Our south region
actually set an all-time peak down there about 33
gi gawatts, that was an all-time peak for that area,
but we do not expect those sanme conditions in the
northern central part of our footprint.

So some of that diversity all owed us
to transfer generation to that area to help meet

t hose needs in the south. W have that flexibility
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across our systemwith a | arge footprint.

Heat donmes that come in there and they
| ast for three or four days and build up across our
entire footprint and then we start to seeing where
we get into tight operating conditions and we get
into those emergency procedures.

That also affects transfers in and out
of our market with our neighbors as well if they
need those resources, then they'|ll be utilizing
t hose resources at their region to maintain bal ance
of generation when we m ght not be able to get that
schedul ed i nterchange fromthem based on our
mar ket s.

The other thing is tornados, severe
weat her, |ightning storms, M SO has now had a | arge
footprint, so we even tal ked about hurricane
readi ness as well, be ready for summer that starts
in June, actually in the m ddle of June, and
hurricane season should get all the way up to here
(i ndicating), but it doesn't have the inpact on all
our operations.

Some of the things that we do to be
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prepared with our members and our neighbors, we do a
| ot of coordination, a |lot of planning, so in

real -time or in operations we're always | ooking out
seven days with our forward reliability assessnent.

We have a daily neeting every day at
8:30 to |l ook at yesterday's performance, any | essons
| earned there that would be applied going forward,
and then we al so | ook out the next three to five
days on what's com ng up and then we can use our
processes as tools to increase situational awareness
with our members by calling severe weather alerts,
hot weat her alerts for those future days to put
members on notice that we are expecting high
condi tions.

We can even go into conservative
operations which basically tightens up the
operations on the system by not all owi ng outages or
any outages on our infrastructure or monitoring and
mai ntaining reliability, so exchanging data with
your nei ghbors or your menbers, doing maintenance on
your infrastructure or energy management systens,

your mar ket application, we suspend all that during
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conservative operations so that we are ready for
anyt hing that m ght come at us.

We also will see some of this through
our day ahead markets, our forward reliability
assessnment as it rolls into real-tinme. All that
goes towards situational awareness in our
procedures.

We focus a ot on situational

awar eness, being aware of your surroundi ngs and what

m ght i npact you, making sure that we're prepared
for those kinds of conditions.

Tool s, procedures, our markets we,
like | said earlier, we run a security exchange
dynam ¢ dispatch. That takes into consideration al
congestion on our system and then try to also make
sure we have efficiency for dispatch and generation
to meet the | oad, and that is done every five
m nutes, our input data for that through our state
estimator, and that runs every m nute.

' m | ooking at all of our members'’
data that they provide to us so that we have a good

awar eness of what's on the system and that runs on
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contingency data analysis every five m nutes.

You identify constraints in that. You
activate it into our market, and then our marKket
di spatches around |i ke normal procedures, and
emer gency procedures that m ght come out of forced
out ages, we would automatically re-dispatch or
emergency re-dispatch generation to respond to the
constraint, so our operators have access to tools or
di stribution factors for all of the constraints and
t hey could actually have access which inpact --
whi ch constrains and actually manually dispatch them
to get the system back working at a normal rate.

We al so run one-line voltage stability
anal ysis, we use that, and al so change the security
anal ysis every 15 mnutes to | ook at changing
conditions on the system that m ght have voltage or
reactor feeds that are out there.

We | ook at certain | oad pockets within
our footprint, too, that have been identified
t hrough our transm ssion assessments, and we have
processes and procedures around those that are

operating and have been identified.
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Our transm ssion assessment for
this summer is not showi ng congestion outside of
what we expect for the normal system operations, so
we don't see any concerns froma transm ssion
perspective for this sumrer.

We have an internal communications
system that we use for our members to provide
decl arations for all emergencies, abnormal
conditions, and we do that on a regular basis with
t hem

We al so communi cate with our neighbors
t hrough that tool as well. That includes also state
comm ssioners, FERC, and NERC that are on some
di stri bution capacity, emergency conservative ops so
t hat person's situational awareness as well as
what's going on within their state or within certain
regions, and also to our neighbors as well.

Tr ai ni ng. We talked a little bit
about training, drills, workshops. W hold
emer gency operating workshops every year on an
annual basis to go over our emergency procedures

with our members, our neighbors.
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We al so have a summer and wi nter
readi ness workshop that goes over projections for
t hose seasons and what our conditions are and
expectations for resources. W share that with
them and we al so go over the appropriate procedures
for that system

Training, we train our operators for
-- all the operators on a six-person schedul e,
allowing themto train every six weeks and we
conduct four-cycle training events per year that are
a six-week programto allow all the operators to go
t hrough that training, and not only on the NERC
St andard Operating Guide, but our procedures as
well, so that they're famliar with them and al so
conduct tabletop exercises in abnormal conditions so
| oss of data or | oss of applications.

There's a little bit of talk about
human performance. W also train on that and we
| ook at the human performance for reducing errors,
so exanples of that are | ooking at displays, making
sure displays are all created with a systematic

approach for col or coordination, so during an
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emergency condition on one display, you m ght show
that in red, so we make sure that red is on all
di splays in the control room That means that you
need to take action to respond to it, so you get a
| ot of alarms in the control room

So you need to make sure you have
consi stent processes around that, consistent
di spl ays and col or coding, so the operators are
awar e of that which means all displays you don't
have different conditions on different displays
showi ng t hat.

So visualization is extremely
i mportant with the amount of data that M SO needs to
give the operators to have situational awareness.
You do that with dynam c map ports or displays that
show our transm ssion system shows our generation
over|l oaded facilities. | f they are overl oaded, it
will give them an indication of voltage problems on
there seeing froma big picture perspective, and
there is different scenarios where certain areas are
bei ng i npacted that gives situational awareness of

the system



10

11

12

13

14

15

16

17

18

19

20

21

22

We do -- once a year we hold a
si x-week program with our menbers and our neighbors
where we all participate in capacity emergency
conditions, so if we were to experience capacity
shortages for the summer, we'd wal k through our
emer gency procedures with our operators, and we have
about 125 operators that participate not only
internal to M SO but with our neighbors as well
adjacent to reliability coordinators.

We go over conservative operations,
hot weat her alerts, three-way comunications, and
that is extremely inportant to make sure that you
communi cate effectively, and that's a requirement to
ensure safety and to ensure reliable operations.

Al so, hurricane readiness is just
somet hing that we are -- a part of our footprint
that's expanded to the south, so we have included
t hat as part of our readiness, so that starts here
in June of this year. So we work with our members
down in the south region as part of the tabletop
exercises around that, and also drill on that so

t hat we understand what our conmuni cation protocols
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are, our staffing needs are. That's for hurricane
readi ness specifically that could be applied to any
ot her | arge event that m ght occur on our system
t hat would require additional staff and
communi cations with everybody that's invol ved.
State officials -- so we do -- as
part of our communications protocol for summer
readi ness when we go over communi cations protocols,
we participate in the -- Illinois has a
communi cati ons program that reaches out, and we get
t hose messages every week for a test.
We do sonething very simlar with
state officials across our footprint. W make sure

we have a program that test the program once a week

as a drill. They get the message if we see where
peopl e are. You know, people will change jobs, and
we woul d upgrade our contact lists, and then to make

sure they get the comunications.

If we would get into a | oad-shed type
of event, then we would get ahold of the appropriate
Comm ssioners for that inpact areas, a conference

call, explain to them what is going on, where the
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i ssues are, and just go over the system conditions
at that time.

We do that with internal blast calls
as well to management, to circuit groups, and we
test those regularly on a weekly basis.

Transm ssi on system emergenci es,
forced treatnment, transm ssion outages, we require
front-load shed and also a requirement to notify
state officials. We would do that on-line and on a
one-on-one basis through our procedures and through
our test customer reps in that region, and then al so
if there's any terrorist attack, natural disaster
out there, like hurricanes, earthquakes, or other
situations, we would also use blast calls to
communi cate with our states, So | think | essons
| earned, when you | ook at a |lot of |essons | earned,
| essons |l earned froma |lot of different events,
communi cati on always hit hard, and so that's
something that | try to focus on to make sure that
we have good conmuni cations under adverse
condi tions.

So, in summary, M SO projects to have
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adequate reserves through this sunmer of

18.2 percent with a demand of 125.9 gigawatts. On
our transm ssion system and this is outside what we
woul d consi der normal .

We have a conmunications protocol in
our state, nmenbers market participants that prepares
for any | oss of | oad or adverse conditions, and it's
i mportant that M SO can't do it by itself. W have
to have partners with our members to ensure
readi ness for the sumer, and we spend six weeks to
do that through workshops.

Any questions?

COVMM SSI ONER ROSALES: Just a clarification.
Your term nol ogy of neighbors, are you speaking of
ot her states? Are you talking of other RTOs? Are
you tal king about the guy down the street?

MR. BENBOW Nei ghbors?

COMM SSI ONER ROSALES: Yes.

MR. BENBOW So ny nei ghbors that would include
ot her RTOs, such as PIJM We have a daily conference
call with PIJM, also with our other neighbors to the

sout h, SVP, Southern Conpany, TVA, those would be
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our neighbors. | SO in Canada we have daily calls
that they can all participate in going over the
system conditions on a daily basis, and any time
there's an enmergency, we would use that conference
call to go over that part of our emergency
procedures as well, so that would also include
wor ki ng with nei ghbor bal ancing authorities.

If we got into capacity emergency and we
needed to call for resources that they may have
avai |l able for us to meet our needs as part of our
procedures, we have a process in place to talk to
our nei ghbor bal ancing authority and al so
transm ssion operators to ensure reliable operation
across the seas.

COMM SSI ONER ROSALES: You menti oned one of the
first things that goes down in a stormin any type
of outage is communications. So how do you -- how
do you resolve that when conmmunications first go
down, yet, you are responsible for comunicating to
nei ghbors and everybody that's involved in the
process?

MR. BENBOW Loss of conmmuni cation or primary
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communi cations is what you are asking?

COMM SSI ONER ROSALES: Correct.

MR. BENBOW So we do have -- we have procedures
for contingencies around conmmuni cations, so our
primary i s through our satellite phones that we
have, basically our phones that we have in the
control roonms that back up with cell phones. It's
al so backed up with satellite phones to talk to our
members. We can also talk to our menbers through
t he web, through the internet, through our M SO
communi cation system and also with a reliability
coordi nation information system that al so goes
across to our adjacent reliability coordinators, so
there's protocols around |ots of primary
communi cati ons.

So even our regul ar phones that we
have in the control room we have a primary and then
there's a totally isol ated backup system different
phones that we use for primary and secondary, and
then there are cell phones, satellites and internet
connecti ons.

COMM SSI ONER ROSALES: Any ot her questions?
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(No response.)
Thank you
MR. BENBOW All right. Thank you.
COMM SSI ONER ROSALES: Last, but certainly not
| east, is the former I CC Chairman, M. Richard
Mat hi as, who's senior consultant to
PJM I nterconnection, and thank you, former Chairman.
PRESENTATI ON
BY
MR. MATHI AS:
Thank you. Good norning, M. Chairman,
Comm ssi oners. My name is Richard Mathi as. | am
here today representing PIM Interconnection, which
is a Regional Transm ssion Organization that
operates in 13 -- in parts or 13 states and District
of Col umbi a. PJM manages the transm ssion system
owned by Commonweal t h Edi son. ' m here this morning
to discuss the summer preparedness of PIJMand its
menber conpani es.
(slide presentation.)
PJM expects to be able to reliably

serve expected | oads during this com ng summer.
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Peak | oads are expected to be somewhat higher this
summer than the prior summer of 2015, because, as
you recall, that was a relatively mld sunmer in
2015.

We al so expect our target reserve

margin to exceed the -- excuse ne -- that are

actually reserve margin to exceed the target reserve

margin for the sunmmer.

The | oad forecasts that we had in prior

years, although greater than what we had | ast year,

coupled with demand response and emergency
efficiency programs, should help offset the inpact
t hat generation retirements and we expect the
transm ssion systemto be able to perform

adequately.

This is the infomercial where PJM has

seen this before in an info-commercial.

Terry Donnelly mentioned the peak | oad
t hat ComEd has, which would be about 22 to 24, 000
megawatts of total peak |oad and PJM of basically
165, 000. So ComEd is a significant menber of

PJM and also a very constructive menber.
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There are a couple of characteristics
t hat you heard this morning concerning the |ay of
the land with regard to what's happening in the
ener gy busi ness.

Two very important characteristics
are, number one, the declining rates of growth --
the declining rates of growth with regard to use of
energy and then the dramatic change in fuel m x.

This slide shows that each year when
we make a projection of a peak demand going forward
for subsequent years, for 15 years out, we have a
| oad of demand for the follow ng, so for the
subsequent years than we did the year before.

The blue line indicates the demand
t hat we thought would be available in 2013, the | oad
forecast. We made the same forecast for, | should
say, forecasts were made the same year as in 2014,
and we saw a | ower demand.

Li kewi se, when we did the 2015 | oad
forecast, we saw a | ower forecast going forward, so
you see a declining rate of increase in the growth

t hrough | oad for the next 15 years.
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One of the other dramatic changes is
the change in fuel mx. This slide shows the actua
production of electricity in the PIJM footprint and
shows the type of fuel that is used to operate the
generations.

You see that the use of natural gas
has significantly increased from basically 5 percent
in 2005 to al most 20 percent in 2015. At the same
time, the use of coal to produce electricity, to
produce energy has di m ni shed by al nost the sane
amount while nuclear facilities have provided a
continui ng percentage of production for energy, and

renewabl es a much | esser extent.

In prior meetings, | noticed a
difference -- | noted the difference in the peaks
bet ween summer and wi nter. | noted that in the

summer we usually have one peak during the day.
That's usually from4 to 6 or 7 p.m, in the
afternoon; whereas, in the winter there's
traditionally been a doubl e peak, a peak in the
mor ni ng around 6, or 7, or 8 when individuals are

getting up and going to work or going to school, the
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summer peak being at the higher peak, and this slide
dramatically shows the peak -- the all-time summer
and wi nter peaks within PJM and note that the w nter
peak is actually a morning peak. That's the highest
wi nter peak in the PIJM system whereas, in the
summertime, of course, it was evening peak.

These next two slides you' ve seen
before. They show that PJM | oad have adequate
reserve margins to meet the targets of a reserve
margin of 16.4 percent this year. W have a reserve
mar gi n avail able to us of over 28 percent.

This next slide gives you nore detail,
the slide which I just mentioned, again | noted that
you will see these two slides | believe the best of
several years.

Just, as noted by M dCon and | SOs,

PJM al so has intensive summer preparation activity
in getting ready for the summer, and this slide
lists those activities.

We are in close cooperation with a
nunmber of companies, such as Commonweal t h Edi son.

We also are in close cooperation with M SO and our
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ot her nei ghbors at PJM  These are very active
preparations getting ready for the summer.

We have other oversight entities aside
fromyour interested public utility conmm ssions,
such as ICC. We have various regional coordinating
councils which oversee and mandate performance by
PJM and other RTOs, and other entities.

We al so noted that | think Gene Beyer
and M ke said got early tel ephone calls on May 10th
when we had our PJM emergency procedure drill. We
have | ocal calls and e-mails which go to public
utility conm ssions across the PJM footprint, which,
as | mentioned before, operates 13 states -- parts
of 13 states and the District of Col umbi a.

It's just interesting to see what we
project will happen this next couple of days. W
see today a peak load within PJM of 108, 000
megawatts. We expect that to go up as the heat
i ncreases by about 8 or 10,000 negawatts in the next
two or three days.

We noted it would have been higher,

except that this is the same holiday weekend, and,
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t herefore, the demand for the weekend will be | ower
t han antici pated. We have our holiday and al ways we
usually see a | ower demand on Friday than we do on
Thur sday, all things being equal.

Anot her interesting thing to note is
t hat we have al most 600 planned transm ssion outages
t oday, 600 transm ssion outages, and these are for
mai nt enance and ot her reasons.

This is the mai ntenance season, and so
the so-called "shoulder nmonths,"” March, April, May,
September, October, transm ssion owners will take
the transm ssion facilities out of service so that
t hey can be mai ntai ned.

This is all managed by PIJIM to make
certain the systemremains reliable, and some of
t hose outages are generation facilities. W have
probably 30,000 negawatts of generation also out,
either for maintenance or to help with coordinating
out ages on the transm ssion system

So that's an activity that PJM does,
and M SO does as well, that it's to coordinate the

pl anned outages on the transm ssion system and on
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generators so that the systemw |l remain reliable.

Comm ssioner Rosales, at the front of
this discussion mentioned that we may be asked about
threats and chal l enges, and | would note that this
-- | note some of the threats, chall enges, and
opportunities for PIM as well as for its member
conmpani es and other RTOs or | SOs.

We note the changing | oad profiles,
and we may not have as many steel mlls, but we have
data centers which al so have a huge need for
electric activity.

We al so see the changing profiles due
to renewabl e distributed generation, which are noted
on the slide, energy resource integration, and other
relatively new activities, many of which actually
occur at the distribution |level, at the |level that
we regul ate.

We al so note the change in fuel mx
which |I've noted earlier, coal nuclear, and gas.

The cl ean power plants seemto be on hold at the
present time, and we don't know where it will go,

but we have done a tremendous amount of
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moder ni zation within PIM and we met with menbers of
the Comm ssion and Staff recently to di scuss what
was occurring or what we think could occur if the

cl ean power plant was quoted and what the inpact

m ght be on in the State of Illinois.

| also noted, and | haven't asked the
Comm ssion, and that would be that you continue the
coordi nation that you have had with the Illinois EPA
and the other state agencies that are involved with
modeling for a clean power plant and be responsive
for inplementing.

Anot her chal |l enge, or threat, or
opportunity is the gas electric coordi nation, as you
know, and you saw from the prior slide, we had a
tremendous increase in natural gas that would be
used to fire generation facilities.

We have had extensive communication
wi th natural gas conpanies, such as Peoples, or
Northern Illinois Gas, or the actual pipelines
t hemsel ves. We have -- | think we had a very
constructive relationship devel oped between the

natural gas conpanies, as well as the energy
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conmpani es, and RTOs, and | SOs.

|, again, haven't asked of the

Comm ssion, that is we do not know -- we do not see

the contracts that are so-called behind-the-city

gat e. This means that a generator will be receiving

electricity -- excuse me -- be receiving natural gas

not from the pipeline, not directly off the

pi peline, but rather they'll be receiving fromthe

natural gas distribution companies, such as Peopl es

or Northern Illinois Gas.

We don't -- the parties would say
these contracts are confidential, but it's very
i mportant for us to be able to understand what the
conditions are for delivering natural gas to
gas-fired generators, and we woul d appreciate the
coordi nation which we have received in the past,
| m ght add, but continue coordination and
cooperation fromthe Illinois Commerce Conm ssion
with regard to these contracts which supply natural
gas behind the city gate.

|'d al so note anot her chall enge,

again, or opportunity has to do with renewabl e and
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di stri buted energy resources. W would note also
the active participation by PIJIM and other RTOs, and
Homel and Security, and so forth, with cyber and
physical security systens.

It's PIM s goal, and | believe the
goal of many electric utilities and others, to have
fewer and fewer critical infrastructure -- critical
parts of infrastructure, in other words, you don't
want to have one substation that serves only the
city.

We may have had only one substation
that's in Seattle that would serve the downtown
area, but you would rather have a couple so no one
of those would be the nmost critical or the only
critical infrastructure that's avail able.

| would also note, as far as the
I11inois Commerce Comm ssion is concerned, are we
tal ki ng about resiliency? That also could be termed
redundancy, and redundancy could also be added cost,
and so | think you'll be prevailed upon or requested
by a number of entities to allow the construction of

per haps anot her substation, so that the first
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substation is not the only critical infrastructure
in the particular area which is served by the
infrastructure.

Again, as | noted earlier, PIMis
expects to be able to serve peaks |l oad this sunmmer.
We see this with the summer being somewhat higher
t han | ast year because | ast year was a relatively
mld summer.

We expect to have active use of demand
response, and | m ght add that Commonweal th Edi son
was even before PJM, a | eader in demand response
and for demand response for the ComEd service
territory.

We al so expect to be able to use
energy efficiency prograns to help offset the
retiring of generation, and we expect to have the
transm ssion to be able to adequately serve that
| oad within the PJM footprint.

If there's any questions, | would be
glad to respond.

COMM SSI ONER ROSALES: You asked a | ot, Chairman.

We appreciate the questions and appreciate the
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di scussi on.

Any questions for the last time?

CHAI RMAN SHEAHAN: | have a question, Rich, not
only within Illinois but within the entire
PJM footprint. There are a nunber of nuclear plants
at risk as well, | think, even according to your own

proj ections.

Have you guys nodel ed the inpact on
reliability from-- |I'mnot interested particularly
here in Illinois, but systemw de, what the inpact
m ght be of losing that basel oad generation?

MR. MATHI AS: The nunber one job at PIJMis for
reliability, make sure the lights stay on, and we
val ue nucl ear plants. W value other plants that
have a high availability.

We did a study | think a
year - and-a-half ago that was asked by the Illinois
Commerce Comm ssion with regard to retirements of
various nuclear plants, and we know that in that
study that at the polar vortex 30 years ago, the
nucl ear plants that we were interested in they were

there a hundred percent of the time and 98 percent
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of the time extrenely reliable.

So from PJM s perspective, if you are
| ooki ng at one of our goals, which is reliable
operation of transm ssion systens, obviously we
val ue reliable resources.

So we have not -- we are nodeling what
occurs with the carbon rules if there are resources
retired. Obvi ously, i f any |low carbon and no carbon
resources retire, we wonder what's going to repl ace
it and whether you would be able to nmeet the new
carbon requirements that are contained in the power
pl ants or other plants that may be put forward, so
reliability organization we val ue nucl ear plants,
but that's because we were interested | remember in
reliability.

There's other considerations we
recogni ze as well, and when | evaluate the val ue
nucl ear facilities, and as far as your comments, we
see a reduction in the coal resources. | don't know
t hat we have seen an elim nation of coal resources,
but we see a reduction in the nunber of coal

resources that was shown by one of the slides which
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| put up on the screen.
CHAlI RMAN SHEAHAN: Thank you.
COVMM SSI ONER ROSALES: Anyone el se?
(No response.)
We would like to thank Commonweal t h
Edi son, M dAnerican Energy, and Ameren Illinois for
their presentations today along with M SO and PIM
| also would like to thank Chairman Sheahan,
Conm ssioner McCabe, and Comm ssioner del Valle, for
budgeting their time in putting this together so we
can have this policy session. Finally, | want to
t hank Bettina Stanford and Martha Reeves for
coordi nating everything on today's policy session.
They did a hell of a good job.
(Appl ause.)
They did a hell of good job. W are
adj ourned. Thank you so nuch.
(Wher eupon, the above

matter was adj ourned.)
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